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1.3 The Dot Product and Orthogonality
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Definition: If 4 = {ury uay ooy ty) and 7 = (v, vs, ..., v,) are

vectors from R”, we define their dot product: @
(—) —

uov=uvy+uvy+----+u,v,. V{C_(ng

Example: 1f u=1(4,-3,-6,5,-2) and v =(3,-5,4,-7,-1),
then:

FoT= (N0 & (DG 4 (L)1) +£)(-7) +(-1) )
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Length of a Vector / R ESEEES

Definitions: We define the length or norm or magnitude of a

— .
vector v = (v, ¥2, ..., v,) € R” as the non-negative number:

L”Z” = [+ o3+ +y§f

[t follows directly from the definition of the dot product that:

@% |2]|* = P07, | or in other words, ||7]| = y207.
A vector with length 1 is called 1Ry =1

oo vV, \V
\/@V :< \ = '”/UA>D<_\\/1 ,,\/:,_’/"'ll\/‘/\>

L
T 1
- V --- +V

\j

2 Section 1.3 The Dot Product and Orthogonality



Theorem: For any vector v € R” and k € R :\||kT}|| = k||[V].

%
In particular, if v+ 0,, the s the unit vector in

the same direction as v, and u> =@ﬁ7 is the unit vector in
v -

. . . —
the opposite direction as v

k'IIT}H = 0 ifand only if v = 0,.

el
Example: The vector v = (3,-2, 5,—4,-8) has length:

1 = Jartres clerer -AF.

The two unit vectors parallel to V are:
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Properties of the Dot Product

Theorem — Properties of the Dot Product:
For any vectors u, v, w € R” and scalar k € R, we have:
1. The Commutative Property

- -5 - -

UoV = Vol

2. The Right Distributive Property

3

— - o - oS5 o
uo(V+w) =uov+uo
3. The Left Distributive Property

-

- o — — —
(U+V)ow=UoWw+Vo

=l

4. The Homogeneity Property
(keu)ov="k(uov)=1uo(k-Vv).

5. The Zero-Vector Property

o0, =0.
6. The Positivity Property

H
Ifu+ 0,, thenuou > 0.
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The last two properties can be combined into one:

7. The Non-Degeneracy Property
< Uou > )zfzmdon] sz ign, >/_ﬂ
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%xample: Suppose we are told that % and V are two vectors from
some R” (which R” is not really important). Suppose we were

provided the information that |u| =3, |[Vv]| =7, and
o¥ = 16. Find |44 — 9. -
|k -
Hq&\_O\GHQ: (L(lj ’ﬂ\? OCL[UD ,cl\/>
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A Geometric Formulation

for the Dot Product

’ e
| 0C

c* =\a* + b* - 2abcos(9) .
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The Law of Cosines:
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o, — — .
Definition/Theorem: If u and v are non-zero vectors in R?, then:

o T = [l cos®),

where 0 is the angle formed by the vectors u and Vv in standard

<l
I

position. Thus, we can compute the angle 6 between u and V by:

-

- o 1 o uy
t\ r cos(0) = —L2YX_ | 5 o 1 %B
o EITEIR S T

where 0 < 0 < . We will use the exact same formula for two
vectors in R3.

Example: Let us consider the two vectors u = (7,4) and
v =(-3,2).

(/VT ot

/
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Orthogonality in R* or R’

o, — —
Definition/Theorem: Two _vectors u and v € R? or R’ are

ﬂlgr or to each other if and only if
uov =0.

Example: u = (4,-2,3) andv = (-3,5,7)
IS a Ors('\’\QSQV\J"Q. @i?’

ey = <UD ol 3,517
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Revisiting The Cartesian Equation of a

Plane

10

o Al -v?e\ \
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An Arbitrary Plane in Cartesian Space

ax + by + cz = d.
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The Cauchy-Schwarz Inequality — |
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Theorem — The Cauchy-Schwarz Inequality: C DETY

For any two vectors 7 and v € R™ : uov| < |ullllV].

Proof: We will separate the proof into two cases:

Case 1: Suppose u = 0, or ¥ = 0,. Then both sides are 0, so
the inequality is true. /

— —
Case 2: Suppose now thatu # 0, and v # 0.
W
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The Triangle Inequality

v Lt O

s e
heorem — The Triangle Inequality:
For any two vectors u and v € R” : |u + V|| < ||u]l + [|[V].
N e all e o Lint

The Triangle Inequality: 1z + V| < |lull + ||V]
oW A/_:_\ N
\?}_ U&R/ N o= (u-l-vw:)
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Angles and Orthogonality

y !

N
Qw
0. - -
Definition: It u, v E@are non-zero vectors, we define the
_)
angle 0 between u and v by:

—>O—>
cos(f) = =L,
o || || 2

) ﬁ L]
where 0 < 0 < 7. Furthermore, we will say that « is orthogonal
h—/

ﬁ
JWC will agree that the zero vector 0, is orthogonal to a// vectors
in R”.

Example: Find the angle 6 between u = (3,-7,6,—4) and
v={(21,-3 -2).
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Distance Between Vectors

o o — —
Deémztzon: If = {uy,us, ..., u,yand v = (w1, v2, ..., v,) are

] — —
vectors from R”, we define the distance between u and v as:
\’_\/

V@) = 1731

= ‘/(ul — )2+ (= v2) 4+ (uy —v,)”

The Distance Between Two Vectors # and v

Example: Let il = (7, 3,-4,-2) and ¥ = (=2, 0, 3,—4).
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Theorem — Properties of Distances:

Let u, v, w € R” and k € R. Then, we have the following

properties:
1. The Symmetric Property for Distances
d(u,v) = d(3, u).
2. The Homogeneity Property for Distances
d(ku, kv) = k| s d(u, v). | \
3. The Triangle Inequality for Distances

d(u, w) < d(u,v) +d(v,w).
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